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Estimates of hemodynamic amplitude, delay, and width were
combined to investigate system dynamics involved in lexical deci-
sion making. Subjects performed a lexical decision task using word
and nonword stimuli rotated 0°, 60°, or 120°. Averaged hemody-
namic responses to repeated stimulation were fit to a Gamma-
variate function convolved with a heavyside function of varying
onset and duration to estimate each voxel’s activation delay and
width. Consistent with prolonged reaction times for the rotated
stimuli and nonwords, the motor cortex showed delayed hemo-
dynamic onset for both conditions. Language areas such as the
lingual gyrus, middle temporal gyrus, fusiform gyrus, and precu-
neus all showed delayed hemodynamic onsets to rotated stimuli
but not to nonword stimuli. The inferior frontal gyrus showed both
increased onset latency for rotated stimuli and a wider hemody-
namic response to nonwords, consistent with prolonged process-
ing in this area during the lexical decision task. Phonological
processing areas such as superior temporal and angular gyrus
showed no delay or width difference for rotated stimuli. These
results suggest that phonological routes but not semantic routes to
the lexicon can proceed regardless of stimulus orientation. This
study demonstrates the utility of estimating hemodynamic delay
and width in addition to amplitude allowing for more quantitative
measures of brain function such as mental chronometry.

Among the major utility-enhancing advances in functional
MRI (fMRI) was the development of event-related designs

and analyses procedures (1–7). The advent of event-related
designs led the way to several notable methods for extracting
information from the hemodynamic response. These include
sorting hemodynamic responses with regard to behavioral per-
formance (8–10), mental chronometry using hemodynamic de-
lay estimates (7) to infer neural information flow (11–13), and
estimates of hemodynamic width to infer areas with increased
processing demand (14–19). An ability to measure ever more
subtle hemodynamic response modulations to specific stimulus
modulations will help us better understand the complex rela-
tionship between neuronal activity and fMRI responses, thereby
allowing investigators to ask more sophisticated neuroscience
questions. Simultaneous measures of hemodynamic delay and
width would aide in resolving mental chronometry and relative
processing time, resulting in more detailed investigation of
cognitive neuroscience models that include relative timing
information.

Prior work using hemodynamic response amplitude and delays
to infer cognitive processes specific to a neural circuit (14–20)
have run into two main difficulties. First, estimates of amplitude
and delay can be dramatically biased by changes in response
width. For example, a least squares fit of a response model to a
wider empirical response will artificially lengthen the delay
estimate, thereby confounding interpretation. Here, we imple-
ment a direct method that produces delay and width estimates
that are uncorrelated, eliminating bias effects between the two
estimates. The second experimental challenge arises when at-
tempts are made to compare temporal characteristics of the
hemodynamic response across brain regions. The ability to

compare hemodynamic measures throughout an entire neural
system would enable investigators to decipher what system
component participates in which processing stage. The major
obstacle in comparing the hemodynamic response across sys-
tems, and even within systems, is that different brain regions
exhibit biologically determined differences (spatial bias) in
hemodynamic response properties that are unrelated to the
underlying neural function. Delay and�or width estimate vary
within and across regions by up to �2 s (11, 14, 21–24). To date,
studies comparing delay and width estimates have avoided such
pitfalls by focusing on changes correlated with task variability
within a single task type and averaging delays across a predefined
set of regions, or simply mapped delay estimates from separate
tasks onto functionally derived regions of interest (ROI; refs. 13
and 18). Because these methods fail to compensate for the
nonneuronal hemodynamic variability or undetermined spatial
bias, inferences about mental chronometry between voxels in
ROI A and ROI B can be misleading. One way to address this
issue is by examining differences among levels along a continuum
of task modulations relative to a comparator task with the
stipulation that task-related modulation in the hemodynamic
response is independent from hemodynamic spatial bias. In this
experimental design, the response delays of the comparator task
are subtracted from delays of the target task modulations,
thereby eliminating the spatially bias in response delays within
and between ROIs.

Neuroimaging has served as a tool for attaching neuroana-
tomical correlates to cognitive models of human brain processing
that previously relied on reaction time data and lesion studies.
Advances in fMRI methodology should enable investigators to
correlate neuroanatomical markers with cognitive processes and
test cognitive neuroscience models of brain function. For exam-
ple, Koriat and Norman (25, 26) showed that reaction times in
a lexical decision task using rotated stimuli are proportional to
the degree of rotation above 60°. This suggests that a perceptual
perspective change occurs before language processing. From a
neuroscience perspective, one might predict that different func-
tional areas will respond with different latency delays and
increased duration relative to the amount of stimulus rotation.
In particular, language-processing areas should show delayed
responses to stimuli rotated �60° but no magnitude or width
changes, whereas areas involved in stimulus rotation may show
increased response duration relative to the degree of rotation.

Connectionist theories of single-word processing propose that
the same neural systems process both words and nonwords
(27–30). These models predict that the phonological component
of visual word recognition is prolonged when either pronounce-
able nonwords or low frequency words are presented, whereas
common words can take a more direct route to the lexicon via
semantic processing. Therefore, differences in brain activation
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between presentation of words and nonwords would be related
to differential processing demands within the same neural
system. Previous neuroimaging studies comparing words and
nonwords have shown magnitude differences in a multitude of
brain regions that seem to support a dual route model (30) of
lexical access (31–33) or may simply reflect prolonged processing
in these regions or components in the postlexical decision
process (34). Although reaction time differences in lexical
decision tasks are small compared with the spatial variability of
the blood oxygenation level-dependent response, our method of
voxel-wise task comparisons of delay and width should enable us
to measure hemodynamic property changes of this scale. The
temporal variance of the hemodynamic response (11, 35) sug-
gests that estimates on the order of 100 ms can be robustly
obtained by averaging runs collected during a typical imaging
session.

The purpose of this study is to demonstrate the utility of
creating voxel-wise task-comparison measures from estimates of
hemodynamic delay and width for understanding the neural
correlates of specific task demands and for dissecting the cog-
nitive processing stream. Through manipulation of task perfor-
mance and combined estimation of delay and width, we should
decrease the bias introduced when estimating them separately
and allow for a dissociation of areas involved in prolonged
cognitive processing from areas further down the processing
stream. We apply this strategy to test whether language process-
ing is automatic or is delayed when the stimuli are rotated more
than 60° from horizontal. Following the findings of Koriat and
Norman (25), we predict a larger hemodynamic delay to be
present in all language areas not involved in perceptual perspec-
tive changing when stimuli are presented at 120° of rotation.
Additionally, we predict that voxels in the left inferior frontal
gyrus, proposed to be involved in phonological, semantic, and
postlexical processing (31, 34, 36–46) components of the lexical
decision task, will show a wider hemodynamic response when
nonwords are presented compared with real words and that this
will be true regardless of degree of stimulus rotation.

Materials and Methods
Participants. Twelve (eight male) right-handed, f luent English-
speaking adults (23–32 years of age) were each scanned for �90
min. Data from two subjects were discarded before analysis as a
result of head movement or scanner stability problems. All
subjects signed informed consents in compliance with the Insti-
tutional Review Board at the National Institutes of Health. All
subjects were monetarily compensated for their participation.

Tasks and Stimuli. Subjects performed a lexical decision task
composed of words and pronounceable nonwords rotated at 0°,
60°, or 120° from horizontal. Forty novel stimuli from each of the
six possible conditions (stimulus type � rotation) were presented
pseudorandomly throughout the four scanning series. Each
stimulus was presented for 750 ms followed by a fixation
crosshair. The average interstimulus interval was 3,000 ms but
varied between 2,000 and 4,000 ms. All subjects responded to the
task with a response box held in their left hands and were
instructed to depress the left-most key for words and the
adjacent right key for nonwords. Before being placed in the
scanner, subjects were trained on the lexical decision task using
an additional 10 words and nonwords. Subjects were instructed
to decide if the stimulus was a word or nonword regardless of
stimulus orientation and received explicit instructions to respond
as quickly as possible without sacrificing accuracy for speed.

Words used during scanning consisted of 120 six-letter nouns
with a Kucera–Francis written frequency ranging from 10 to 100.
Random permutations of the six letters were used to create the
120 pronounceable nonwords. In a majority of randomizations,
vowels were either shifted or inserted as a replacement for a

constant to ensure pronouncability. All stimuli were presented at
a visual angle of �4° in black Helvetica font on a white
background.

Image Acquisition and Data Analysis. Imaging was performed on a
3 Tesla General Electric Signa scanner. A brain-specific quadra-
ture head coil was used for these studies (Medical Advances,
Milwaukee, WI). Functional imaging of the entire brain was
conducted using a gradient-echo echoplanar sequence (TE � 30
ms, TR � 1,000 ms, FOV � 24 cm, matrix � 64 � 64, slice
thickness � 6 mm, and gap of 3 mm). A series of 384 consecutive
image volumes were acquired during each of four functional
runs. An additional set of high resolution, T1-weighted, spoiled
gradient-echo anatomic reference images (TE � 5.3 ms, TR �
12 ms, FOV � 24 cm, matrix � 256 � 192, slice thickness � 1.2
mm, and 17° flip angle) were obtained for localization purposes.

All image processing and statistical analyses were performed
with the AFNI software package (47, 48) except for delay and
width estimates that were performed with a customized analyses
script written in MATLAB (49). Subjects’ four echo-planar time
series were each motion corrected (50), concatenated, and all
images were then reregistered to the fifth volume in the first run.
The hemodynamic response function (HRF) and multivariate
statistics corresponding to each of the six conditions were
obtained by deconvolving the input for each from the concate-
nated time series using a least squares procedure with a finite
impulse response model. A priori general linear model tests of
means were conducted among all levels of rotation and also
between words and nonwords.

The full model F statistic from the deconvolution procedure was
used to restrict the hemodynamic characterization analyses to those
voxels that were significantly activated at P � 0.05 (uncorrected).
For each subject, HRFs of activated voxels were upsampled by a
factor of 10 and modeled as a convolution of a gamma variate
function with a heavyside function of variable delay and width. To
account for subject-to-subject variability in the average HRF,
separate estimates of the gamma variate function parameters were
obtained for each subject by fitting the function (51, 52) to the
average HRF. Delay and width of the HRF of each activated voxel
were obtained using the Nelder–Mead simplex method to fit the
HRF model to the empirical HRF estimate. To improve the
convergence of the algorithm to a proper solution, we computed the
fit using a set of initial values for delay and width ranging in 0.5-s
increments between 0 and 4. The parameter combination resulting
in the best fit was then used as a center for another set of delay and
width values covering 1 s in finer increments of 0.2-s. The result of
the second pass provided the final estimate of delay and width for
a particular voxel’s HRF. From simulated data obtained by gen-
erating HRFs from input functions of random delays and widths, we
found that estimates of delay and width were uncorrelated (r �
0.07). This indicated that the delay estimates were not biased by
response width and vice versa. However, although width and
amplitude estimates of the heavyside function are linearly indepen-
dent, the hemodynamic response function introduces correlation
between them. To aid in explanatory power, we provide averaged
estimates of the HRF to determine whether differences are caused
by differences in peak amplitude or width and functional maps that
show a spatial dissociation of the two effects.

It has been shown that standing differences in response delay
(11, 21) and possibly widths are present across voxels. To avoid
having such differences confound task-related delay and width
differences, we calculated, on a voxel-by-voxel basis, the differ-
ence in response delay and width between words vs. nonwords,
120° rotation vs. no rotation, and 60° rotation vs. no rotation
contrasts. These maps were then put into standard stereotaxic
space and averaged across subjects using a 2-mm rms Gaussian
blur. Average delay and width difference maps depict voxels with
a delay difference greater than half the smallest average reaction
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time difference (reaction time difference between nonrotated
stimuli and 60° rotated stimuli, 98 ms). HRFs were converted to
percent change relative to the mean intensity value from the
entire time series less the first five images of each run.

ROI Selection. Regions of interest were selected covering the left
inferior frontal gyrus, right precentral gyrus, and left middle
temporal gyrus. ROIs used for within-region comparison were
created by selecting voxels with overlap between the group full
model F statistic (resampled for each individual) and thresh-
olded difference maps created. Data on delay, width, and
averaged time series were collected from the intersecting voxels.
To determine the statistical significance of delay and width
differences in these regions, separate random effects repeated
measures analyses of variance were conducted for each region.

Results
Behavioral Data. Subjects’ overall 92.5% correct performance on
the lexical decision task did not differ among levels of rotation
(F � 1.0). As depicted in Fig. 1, stimulus rotation of 120° but not
60° resulted in longer reaction times than nonrotated words and
nonwords, F (2,42) � 27.7, P � 0.01. Across all levels of stimulus
rotation, nonwords showed a significantly longer response time
than words, F (1, 42) � 10.0, P � 0.01. Although the reaction
time difference between words and nonwords seems to decrease

across levels of stimulus rotation, no significant interaction was
found in this behavioral measure (F � 1.0).

fMRI Data. Fig. 2 depicts averaged amplitude, delay, and width
difference group maps for the Lexical main effect (word vs.
nonword), and Fig. 3 depicts the same for the rotation main
effect (no rotation vs. either 60° or 120° rotation). Consistent
with previous fMRI studies of lexical processing, subjects
showed magnitude differences between words and nonwords in
language areas attributed to orthographic, phonological, seman-
tic, and postlexical processing, including fusiform gyrus, lingual
gyrus, middle temporal gyrus, precuneus, superior temporal
gyrus, and middle and inferior frontal gyrus.

Mean delays were calculated for each condition in all regions
surviving the full model F statistic threshold. Random effects
ANOVA using level of rotation and word type as factors were
conducted for each region. Regions showing a statistically
significant (P � 0.05) or trend (P � 0.075) toward hemodynamic
onset delay to stimuli rotated 120° included a motor response
area (precentral gyrus) and a language�decision network that
includes bilateral inferior frontal gyrus, middle temporal gyrus,
and precuneus and lingual gyrus. Although no significant reac-
tion time difference was evident between stimuli rotated 60° and
not rotated, significant hemodynamic delays existed between the
rotated stimuli bilaterally in the precuneus, right posterior
temporal regions. Because these regions are also found in the
120° rotated stimuli comparison, it suggests that they are in-
volved in rotation processing or perspective processing that is not
involved in slowing language processing.

Bilateral inferior frontal gyrus showed both a delayed onset to
rotated stimuli [F (2, 41) � 8.31; P � 0.001] and a width
difference between HRFs for words and nonwords [F (1, 41) �
5.76; P � 0.05], suggesting that processing was prolonged in this
region during the lexical decision component of the task. Aver-
aged time series obtained in the left inferior frontal gyrus are
presented as support for both the delay and width estimates.
Similarly, width differences between estimated HRFs for words
and nonwords are clearly shown from our estimate of the width
and the averaged HRF shown in Fig. 4. There were three
functionally separate regions within the middle temporal gyrus.

Fig. 1. Mean reaction time for each condition. Error bars depict the SEM.

Fig. 2. Warm colors (red�yellow) are areas where words are more than nonwords. Cool colors (blues) are areas where nonwords are more than words. The left
hemisphere is toward the left margin.
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The superior regions of the left middle temporal gyrus showed
widening of the hemodynamic response to nonwords [F (1, 41) �
4.73; P � 0.05]. In contrast, a more ventral region showed no
differential widths (F � 1.0) between stimuli but rather showed
a delayed onset time for stimuli rotated at 120°. The anterior left
middle temporal gyrus showed delayed responses to words
relative to nonwords but had no differential effects of stimulus
rotation. Differential responses in the middle temporal gyrus
suggest that different areas have different functional roles in
accessing the mental lexicon. Averaged HRFs grouped to show
both the lexical and rotational effects are presented for the
inferior middle temporal gyrus. These averaged HRFs are
representative of a more anterior middle temporal gyrus lan-
guage area that showed a delayed onset for rotated stimuli but
no width difference for words vs. nonwords (F � 1.0). Like the
middle temporal gyrus, the fusiform gyrus showed significantly
longer word onset delays relative to nonword delays. This finding

suggests that these areas participate earlier in the processing of
nonwords than words, possibly due to postlexical automatic
semantic processing of word stimuli.

Right precentral gyrus shows a delayed hemodynamic onset for
stimuli rotated 120°. Although the averaged delay difference is
similar to the reaction time difference, no significant correlation
exists between estimated hemodynamic delay and subject reaction
time. The correlation between estimated hemodynamic onset delay
and reaction time was also nonsignificant in the inferior frontal
gyrus.

Discussion
The present study was conducted to determine whether a voxel-wise
characterization of the hemodynamic response beyond standard
measures of amplitude would aide in attaching neuroanatomical
markers to cognitive processes involved in single word processing.
Combinatory use of the magnitude, delay, and width maps dem-
onstrates that rotation produced delayed access to the mental
lexicon only via a semantic�orthographic route including the lin-
gual, fusiform, and middle temporal gyri ventrally and the precu-
neus dorsally. These maps also show that the inferior and middle
frontal gyri do not simply show greater peak levels of activation for
nonwords compared with words but that the difference is the result
of an increase in the HRF width. The present data show that
magnitude differences between words and nonwords were mostly
due to varying widths rather than one condition not showing an
increase from fixation. As a whole, the results demonstrate that
increasing the amount of information derived from the blood
oxygenation level-dependent signal can yield novel details about the
neural substrates of cognitive tasks.

Consistent with previous cognitive neuroscience and brain im-
aging studies (18, 38–40), the present study showed increased
amplitudes for nonwords relative to words in the inferior frontal
gyrus (IFG) during a lexical task. As in Henson et al. (18), this
region (centered in the inferior frontal sulcus) showed slight delay
differences. The present study further shows large hemodynamic
width differences between words and nonwords in the IFG, as
evident in the time series data. This width difference may reflect a
persistence of activation for nonwords due to postlexical decision
processing. Balota and Chumbley (34) proposed a two-stage model
of lexical decision processing. In the first stage, an initial response

Fig. 3. Warm colors (red�yellow) are areas where nonrotated stimuli are more than rotated. Cool colors (blues) are areas where rotated stimuli are more than
nonrotated. The left hemisphere is toward the left margin.

Fig. 4. Graphs depicting the estimated hemodynamic impulse response
functions for both the lexical (words vs. nonwords) and rotation effects
(degree of rotation). The x axis depicts time in seconds, and the y axis depicts
percent signal change. Error bars represent the SEM, and the left hemisphere
is toward the left margin.
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threshold is set by word frequency and phonologic plausibility.
During this stage, high frequency words and unpronounceable
nonwords are either accepted or rejected rapidly. The remaining
words including pronounceable nonwords and lower frequency
words are then reassessed for lexical validity. Persistent activation
during nonword processing is consistent with a reassessment of both
phonologic and semantic plausibility of that nonword. Therefore,
the role of the IFG may involve processing the increased semantic
and phonological demands for decisions regarding nonwords and
suggests that the inferior frontal gyrus may be the ‘‘bottleneck’’ in
the processing stream that results in an increase reaction time
during the lexical decision task. Portions of the IFG have been
implicated in semantic processing (32, 41) like many of the other
regions that showed a delayed response when stimuli were rotated
(see below). The design of the current study does not allow us to
determine whether the persistence of activation in the IFG is
relevant to phonological, semantic, postlexical decision processes or
some combination of these. However, the IFG response is more
similar to phonological processing areas as it did not show a delayed
onset to rotated stimuli, as did many semantic areas.

Although we predicted that a more extensive network of
regions associated with language processing would show delays
for stimuli rotated 120°, rotational delays occurred mostly in
areas involved in semantic processing and retrieval. These areas
included the bilateral precuneus, ventral temporal-occipital
pathway, and middle temporal gyrus. It is possible that if access
to the mental lexicon can be gained via two separate routes, then
these data suggest that the phonological route is activated
automatically and that the semantic route depends upon a more
thorough perceptual analysis to be completed and thus is delayed
until the perspective of the subject is rotated 120°. The value of
including measures of delay and width can also be seen in
posterior temporal-occipital regions. Consistent with previous
studies (18), left posterior regions showed longer delays for
words relative to nonwords. However, in the present study, we
found no difference in magnitude or width for the lexical
comparison and differences only in the right ventral temporal
areas for the rotational manipulation. This could result from
further automatic semantic or associative processing being done
after the lexical component of the task is completed.

The current study demonstrates that hemodynamic delays
related to reaction time differences of �100 ms can be detected
using TR as long as 1 s. The observed reaction time differences
are, in some cases, an order of magnitude different from most
that are reported in the cognitive literature (e.g., repetition
priming effects). Nevertheless, with a greater number of trials,
improved field stability and corrections for physiological noise,
the variability of delay and width estimates will be significantly
improved. Although the addition of delay and width estimates
improves the utility of fMRI, their correlation with reaction time
measures was marginal (P � 0.08 in the precentral gyrus). A
similar nonlinear relationship between delays and reaction time
were found by Henson et al. (18).

The design and analysis technique presented in the present
study yield unique insight into the cognitive systems involved in
single word processing and in particular lexical decision. Am-
plitude measures of differences between words and nonwords
have shown that the IFG is more active for nonwords; however,
magnitude can differ in at least three ways. First, one stimulus
may activate an additional region, whereas the other does not.
Second, one stimulus can cause a higher degree of neuronal
activity in the same region, therefore causing an elevation in the
MR signal. Third, one stimulus can have more persistent acti-
vation leading to a greater magnitude and wider BOLD re-
sponse. Stimulus estimates of delay provide information regard-
ing the stream that processing may take, and width estimates
provide a sketch of areas that have prolonged processing de-
mands put upon it. However, variability in brain vasculature
between regions and even between voxels demands that each of
these measures be standardized or calibrated. This study shows
that appropriate task comparisons can produce difference maps
that standardize the delay, and width measures between voxels
allow for more quantitative mental chronometric maps, adding
a new dimension to the utility of fMRI.
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